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あらまし 美術館や博物館における鑑賞体験を向上させるためには，鑑賞者の関心や理解に応じて解説内容を調整す
る対話的な鑑賞支援が重要である．しかし，学芸員やミュージアムエデュケータの人員不足により，人手に依存した
支援には限界がある．本研究では，大規模言語モデル（LLM）を組み込んだ対話型鑑賞システムを用い，三つの異な
る鑑賞環境における運用実験を行った．鑑賞者と AIの会話ログを分析することで，対話型鑑賞支援が鑑賞体験に与え
る影響と，本手法の可能性と課題について考察する．
キーワード 美術館，大規模言語モデル，AI，音声対話システム，対話ログ分析
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Abstract To enhance the quality of art appreciation experiences in museums, interactive appreciation support that adapts
explanations according to viewers’ interests and levels of understanding is essential. However, due to the shortage of curators
and museum educators, appreciation support that relies on human resources faces inherent limitations. In this study, we conduct
operational experiments using an LLM-based interactive art appreciation system across three different art viewing environ-
ments. By analyzing dialogue logs between viewers and the AI system, we examine the impact of interactive appreciation
support on viewers’ experiences and discuss the potential and challenges of the proposed approach.
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1. は じ め に
美術館や博物館における鑑賞体験の質は，鑑賞者の関心や理

解の深まりに大きく依存しており，鑑賞者の反応に応じて解説
内容を柔軟に調整する対話的な鑑賞支援が重要である．こうし
た役割を担うミュージアムエデュケータは，鑑賞者との対話や
非言語的反応を手がかりに心理状態を推定し，適切な問いか
けや解説を行うことで鑑賞体験を支援している．しかし，学芸
員・ミュージアムエデュケータの人員は依然として不足してお
り，2008年から 2018年にかけた学芸員数の増加は約 20%にと
どまる（1館あたりの学芸員数は 4人に満たず，さらに相当博
物館・類似博物館を含めると約 1.5人に過ぎない）など，人的
資源に依存した鑑賞支援には限界がある [1]．一方，既存の音声

ガイダンスシステムは，鑑賞者の状態を考慮しない一方向的な
情報提示が中心であり，人による対話的な鑑賞支援を十分に代
替できていない．このように，鑑賞者の心理状態や行動に応じ
て動的に情報提示を行う鑑賞支援の仕組みは未だ確立されてお
らず，対話的かつ状況適応的な鑑賞支援を実現する技術的アプ
ローチが求められている．
本研究では，鑑賞者の心理状態や視線といった非言語的コ

ミュニケーションの活用を視野に入れつつ，その情報に基づい
て対話内容を動的に調整することで，鑑賞体験を向上させるた
めの対話型鑑賞システムの研究に取り組んでいる．本稿ではそ
の実現に向け，大規模言語モデル（LLM）を組み込んだ対話型
鑑賞システムを用い，三つの異なる鑑賞環境（展示会における
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絵画鑑賞，歴史文化施設における現代アート鑑賞，大学講義に
おける PC画面上での絵画鑑賞）においてシステム運用実験を
行った．実験中に取得した鑑賞者と AIとの会話ログデータを
分析することで，LLMを用いた対話型鑑賞システムが鑑賞体験
に与える影響を検証し，本手法の可能性を考察する．

2. 関 連 研 究
2. 1 美術館におけるシステムの研究
美術館来館者の理解を助けるためのツールとして，近年では

貸出型端末やスマートフォンアプリでのナビゲーション（音声
ガイダンス）が国内外問わず広く用いられているが，広く普及
しているシステムの多くは静的なガイダンスにとどまっている．
一方で，美術鑑賞支援を鑑賞者に合わせて柔軟に変化させる重
要性も指摘されてきた．Sunらは，個人の学習スタイルに合わ
せて美術館ガイドの情報提示方法を変更することで，認知コス
トの軽減や学習効果が高まることを明らかにしている [2]など，
個人適応的な鑑賞支援の有効性を示している．
近年の LLMの急速な進化・普及に伴い，美術館鑑賞におい

ても LLMを活用し，個人に合わせたガイダンスを対話的に提
供する試みに注目が集まっている．Gaoらは，スマートフォン
上で動作する生成 AIチャットボットにより，作品検出に基づ
く解説提示や来館者の質問応答を通じて鑑賞体験を支援する手
法を提案，既存アプリと比較してチャットボットが作品への関
与や情報性を高める可能性を報告している [3]．Trichopoulosら
は，GPT-4 を用いた美術館向け対話型ガイドシステムにより，
来館者に対してパーソナライズされた解説や質疑応答を提供す
る手法を提案している [4]．また，Vasicらは，3Dバーチャル美
術館ツアーに LLMを組み込み，鑑賞者の自然言語による興味・
希望に応じて鑑賞ルートや説明内容を動的にパーソナライズす
る手法を提案している [5]．Lewisらは，ChatGPTを教師モデル
とした知識蒸留により，小規模モデルでありつつ応答品質を維
持した仮想美術館ツアーガイド用の対話エージェントを構築し
ている [6]．Wang らは，LLM を用いたマルチモーダル対話に
より，仮想美術館ツアーにおけるガイダンス支援システムを提
案しており，利用者の状況に応じた対話的支援が没入感や理解
促進に寄与することを示している [7]．さらに Rachidiらは，芸
術分野の会話エージェント学習に向けて，文脈認識と個人特性
（年齢・性別・民族性・知識レベル等）を考慮した合成対話デー
タセットを設計・生成・評価し，作品情報の前処理などによる
ハルシネーション低減も図っている [8]．Ozakiらは大規模視覚
言語モデル（LVLM）における芸術作品の多言語説明のための
データセット構築と説明生成能力の評価を行っている [9]．
このような鑑賞支援システムの有効性を検証するためには，

美術館における鑑賞体験を定量的に取得し評価できることが望
ましい．Liuらは，美術館の評価基準を確立し，その評価基準
を用いて美術館の面白さと来場者の満足度の関係性を導出する
研究を行っている [10]．また著者らは，美術館における鑑賞者
の感情や満足度などの心理状態推定に向けた鑑賞中の仕草や音
声のデータセット構築を行っている [11]ほか，構築したデータ

セットを用いた美術鑑賞中の心理状態推定モデルを構築してき
た [12], [13]．

2. 2 本研究の立ち位置
これまで，美術館における美術作品鑑賞システムとして，鑑

賞者の自然言語による文脈や，アンケートなどによる鑑賞者の
パーソナライズにより，鑑賞者の興味・関心に応じて動的にガ
イダンス手法を変更する手法が提案されている．近年では大規
模言語モデル（LLM）の発展により，鑑賞者に対して柔軟に解
説を変更する手法についても提案されている．しかし，これら
の手法においては，基本的に言語情報を基にしており，鑑賞中に
生じる非言語的なコミュニケーションについては十分に考慮さ
れていない．そこで本稿では，複数の鑑賞環境において，LLM
を活用した対話型鑑賞システムを用いた運用実験と対話ログ解
析を通じて，これらの可能性や課題について考察する．

3. 対話型鑑賞システムの運用実験
著者らは 2025年 7月～12月にかけて，以下に示す三つの異

なる実験設定（場所・対象物・対象者・シナリオ）において大
規模言語モデル（LLM）を基軸とした対話型鑑賞システムを用
いた鑑賞実験を実施してきた．なお，各実験における LLMの
役割設定は実験環境に応じて調整している．

（ 1） 美術展覧会における絵画の対話型鑑賞
（ 2） 歴史文化施設における現代アートの対話型鑑賞
（ 3） 大学内における PCを用いた絵画の対話型鑑賞

本稿では，各実験で用いたシステムや実験設定について述
べるとともに，対話型鑑賞システムと鑑賞者の対話ログデー
タの分析を行う．なお，本研究は岡山大学「人を対象とする研
究倫理審査委員会」の承認を受けて実施した（承認番号：自然
2024-13）．

3. 1 実験（1）美術展覧会における絵画の対話型鑑賞
奈良県立美術館で行われた美術展覧会「わたしたちのびじゅ

つかん～きて・みて・はなして→たいけんする美術展」（注1）にお
いて，独自開発したシステムを利用した絵画鑑賞実験を行った．
本実験は 2025年 7月 27日（日）に同展覧会にて 10名の参加者
を対象に行った．実験対象作品として，絹谷幸二による《チェ
スキーニ氏の肖像》（注2）と田中敦子による《90E》（注3）を利用した．
実験の様子は図 1に示すとおりである．
本実験では，著者らが独自に開発した大規模言語モデル（LLM）

を基軸とした対話型鑑賞システムを用いた．システム構成を
図 2 に示す．主に，Apple の Speech Framework（注4）にて提供さ
れる Speech-To-Text（STT）と Text-To-Speech（TTS）の機能を
用いた音声による入出力を行い，バックエンドで OpenAI社の
GPT API（gpt-4o）（注5）による言語生成を行う構成とした．音声
に基づく言語的な情報に加えて，鑑賞者のリアルタイムな「感

（注1）：https://www.pref.nara.jp/69196.htm
（注2）：https://kinutani.jp/artwork/1986/01/post-429.html
（注3）：https://artplatform.go.jp/ja/collections/W1154466
（注4）：https://developer.apple.com/documentation/speech
（注5）：https://platform.openai.com/docs/models/gpt-4o

— 2 —



図 1: 実験の様子（実験 1）
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図 2: 対話型鑑賞システム（実験 1）のシステム構成

情」を実験実施者が手動入力できる構成としており，非言語的
な情報を考慮した上で応答するプロンプトを与えた．感情推定
に関しては別途検討を進めており [13]～[15]，将来的には本シス
テムとの統合を想定している．なお，LLMには「鑑賞者に対し
て対話型鑑賞を提供する学芸員」という設定と作品情報（画像
や解説文，メタデータ）をプロンプトとして与えた．対話型鑑
賞システムの利用（1セッション）の流れは以下の通りである．

（ 1） 利用者が作品の前に移動
（ 2） システム初期化，相互に自己紹介した後，鑑賞を開始する
（ 3） 作品について一定時間システムとの対話を行う（3～5分）
（ 4） 時間をトリガにシステムが作品解説し，会話を終了する
（ 5） 鑑賞を終了する

3. 2 実験（2）歴史文化施設における現代アートの対話型鑑賞
岡山芸術交流（注6）において，ブリッジウェル社の開発する

ToyTalk（注7）を利用した現代アート鑑賞実験を行った．本実験は
2025年 9月 26日（金）～11月 24日（月）の岡山芸術交流会
期を通して実施し，実験協力を希望した来訪者を対象に行った．
なお，約 2ヶ月間の会期中に 149人のシステム利用があった．
本実験では，ブリッジウェル社の開発する対話型 AIシステ

ムである ToyTalk（注7）を用いた．画面例を図 3に示す．本システ
ムも，音声の入出力を受け付ける LLMを利用した対話型鑑賞
システムとなっている．本実験に特有な点として，システムを
一般公開し不特定多数の一般人を対象としたため，鑑賞者がど
の作品を鑑賞しているのかが利用開始時にはわからないという
制約がある．そこで，LLMには「仮想的に視覚情報を持たない
設定」をプロンプトで与えることによって，どのような作品を
見ていてどう感じたのか，といった状況の共有から会話を始め
るシナリオを採用することとした．対話型鑑賞システムの利用
（1セッション）の流れは以下の通りである．

（注6）：https://www.okayamaartsummit.jp/
（注7）：https://toytalk.ai/

(a) 開始画面 (b) 対話画面

図 3: 対話型鑑賞システム（実験 2）の画面例，ToyTalk（注7）を利用

（ 1） 利用者が特定の作品の前に移動する
（ 2） ToyTalkにアクセスし鑑賞を開始する
（ 3） 作品について一定時間システムとの対話を行う（3～5分）
（ 4） 時間をトリガに会話を閉じる
（ 5） 鑑賞を終了する

3. 3 実験（3）大学内における PCを用いた絵画の対話型鑑賞
中京大学現代社会学部の協力の下，独自開発したシステムを

利用し PCを用いた絵画鑑賞実験を行った．本実験は 12月 17
日（水）に実施し，実験参加に同意した 17名を対象とした．
本実験では，実験 1のシステムを改良し著者らが独自に開発

した LLMを用いる対話型鑑賞システム「MuseMate」を使用し
た．システム構成を図 4に示す．主に，OpenAI社の提供する
Realtime API（gpt-realtime）（注8）を中核とした対話生成部，視線・
心理状態の入力部，それらをつなぎ合わせるインタフェース部
から構成される．画面例を図 5に示す．鑑賞する作品がシステ
ム画面上に表示されており，視線（注目点）については鑑賞者
が自身で気になる箇所をクリックすることで LLMに注目地点
を共有できるようにした．心理状態については，実験 1と同様
に手入力できるようにした．なお，視線・心理状態推定ともに，
今後は推定モデルと連結し自動化を想定している．LLM には
「美術館の対話型鑑賞ナビゲータ」という設定と作品情報（画像
や解説文，メタデータ）をプロンプトとして与えた．また，視
線や心理状態の情報を考慮して，対話内容に反映したうえで応
答を生成するように指定している．対話型鑑賞システムの利用
（1セッション）の流れは以下の通りである．

（ 1） MuseMate にアクセスし鑑賞する作品を選択し，画面に
表示された作品について鑑賞を開始する

（ 2） 作品について一定時間システムとの対話を行う（3～5分）
（ 3） 会話終了または実験時間超過に基づき会話を終了する
（ 4） 鑑賞を終了する

（注8）：https://platform.openai.com/docs/models/gpt-realtime
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図 4: 対話型鑑賞システム（実験 3）のシステム構成

感情データ

視線データ
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感情ラベルを
選択で共有

※いずれも将来的には
推定モデルと組み合
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図 5: 対話型鑑賞システム（実験 3）の画面例

4. 実験結果の分析・考察
4. 1 反応遅延時間と発話文字数の関係分析
実験 1，実験 2，および実験 3におけるユーザの応答遅延時

間（Response Latency）と，それに対するユーザの平均発話文字
数（Utterance Length）の関係について分析結果を述べる．その
結果をそれぞれ図 6，図 7，図 8に示す．
まず，AI の問いかけに対してユーザが応答するまでの時間

である応答遅延時間について比較を行う．実験 1および実験 3
は，中央値でそれぞれ約 1.5秒，約 1.7秒，平均値においても 4
秒台前半（実験 1: 4.1秒,実験 3: 4.3秒）となっていた．これに
対し，実験 2は中央値で約 13.2秒，平均値では 18.1秒を要し
ており，他の二つの実験条件と比較して顕著な遅延が見られた．
次にユーザの発話文字数に着目すると，最も応答速度の速い

実験 1において，ユーザの平均発話文字数は 26.8文字（中央値
18.5文字）と最大値を記録した．次いで実験 3が平均 22.6文字
（中央値 17.5文字）となり，応答遅延が最も大きい実験 2では，
平均 18.0文字（中央値 13.0文字）と最も短い結果となった．
全体を通して，多くのユーザの発言は応答遅延時間が短く，

発言量が少ない傾向にある．すなわち，AIの問いかけに対して
「即座に」「端的に」回答している場合が多い．一方で，応答遅延
時間が長いパターンや，発言量が多いパターンも一定数存在し
ており，発話文字数が多い場合には応答遅延時間が短くなる傾
向，発話文字数が少ない場合には応答までに時間を要する傾向
が確認された．これらは必ずしも矛盾するものではなく，鑑賞
者の認知状態や発話方略の違いを反映した結果と考えられる．
この結果から，ユーザが即時的に回答できる質問に対しては

発言量が多くなり，一方でユーザが即時的に回答することが難
しい質問に対しては発言量が少なくなる傾向にあると言える．
即時的に量の多い回答をしている場合は鑑賞への高い関与が示

10 0 10 20 30 40 50 60
Response Latency [sec]

0

25

50

75

100

125

150

175

U
se

r U
tte

ra
nc

e 
Le

ng
th

 (c
ha

rs
)

0

5

10

15

20

25

30

S
es

si
on

 ID
 (S

eq
ue

nt
ia

l)

図 6: 応答遅延時間と発言量（実験 1，奈良県立美術館）

0 25 50 75 100 125 150 175
Response Latency (sec)

0

20

40

60

80

U
se

r U
tte

ra
nc

e 
Le

ng
th

 (c
ha

rs
)

0

10

20

30

40

50

60

S
es

si
on

 O
rd

er
 In

de
x

図 7: 応答遅延時間と発言量（実験 2，岡山芸術交流）
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図 8: 応答遅延時間と発言量（実験 3，大学内）

唆され，逆に長考した上で端的に回答している場合は鑑賞への
関与の在り方が異なる可能性があると考えられる．これらの傾
向から，美術鑑賞者の興味・関心の推定にこれら二つの指標を
取り入れることによって推定性能の向上が期待できる．

4. 2 会話ログの感情分析
3.章に記載した三つのシステム利用実験の会話ログについて

感情分析を行った．会話ログの感情分析手法として，OpenAI社
の GPT API（gpt-4o）（注5）を活用した．鑑賞者（User）と AI（As-
sistant）の発話内容のテキストを Positive, Negative, Unclassified
の三つに分類した．結果を図 9，図 10，図 11に示す．
まず，感情表出の割合について，実験 3におけるユーザの発

言においては，全体の 46.3%が Positiveまたは Negativeな感情
を示しており，約 66～67% が中立的となった他の実験で用い
たシステムよりも感情的なやり取りが多かったと考えられる．
ユーザからのポジティブな反応は実験 3，実験 1，実験 2の順
に多くなっている．一方でユーザからのネガティブな反応は実
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図 9: AI と鑑賞者の発話感情分類（実験 1，奈良県立美術館）
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図 10: AI と鑑賞者の発話感情分類（実験 2，岡山芸術交流）
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図 11: AI と鑑賞者の発話感情分類（実験 3，大学内）

験 3，実験 2，実験 1の順に多くなっている．
AIの振る舞いの違いとして，Positiveの割合が実験 1，実験

3のシステムでは 80%を超えており，ユーザに対して励ましや
共感を示す振る舞いが多く，受容的・肯定的な対話スタイルを
とっていることが分かる．一方で実験 2のシステムでは Positive
の割合が 42.3%にとどまっており，他のシステムと対話スタイ
ルが異なっていることが分かる．一方で Negativeの割合はどの
システムでも極めて低かった．
これらの結果から，AIが好意的に振る舞った場合，ユーザの

発言が Positiveおよび Negativeの発話が相対的に増加する可能
性があることが示唆された．

4. 3 ユーザフィードバックの分析
本研究での最新システムである「MuseMate」を用いた実験 3

において，実験参加者に対して事後アンケートを実施した．対
話型鑑賞システムを用いた鑑賞体験に関する質問への回答集計
結果は図 12に示すとおりとなった．
特に「4:ややそう思う」と「5:そう思う」の割合が高い項目

は以下の 4項目である．

• 作品を鑑賞している間，集中できましたか？
• 作品や展示の細部や特徴に気づくことができましたか？
• アプリの利用により，鑑賞体験の没入感は増しましたか？
• 対話を通じて新しい視点や発見を得られましたか？

この結果から，本研究におけるシステムでは作品鑑賞への集
中力を高めることが，鑑賞体験における没入感を高めることに
つながり，作品の細部や特徴など，美術作品鑑賞に関して新た
な視点の発見に役立てることが期待できる．
一方で，以下の項目については肯定的な回答が少なかった．

• アプリとの対話が鑑賞に自然に溶け込んでいたと感じまし
たか？

• 鑑賞中，感情的な体験（驚き・感動・楽しさなど）があり
ましたか？

この結果から，鑑賞者の感情面に訴えかける情緒的な鑑賞体
験を提供することにおいては課題があると考えられる．自由回
答を確認したところ，対話型鑑賞を行うというシナリオを与え
たことで，AIが鑑賞者に対して類似する問いかけを繰り返し行
う傾向があり，「話題が堂々巡りをしている」という感覚を鑑賞
者が感じていたことが明らかとなった．このことから，適切な
タイミングでの話題転換についても改善の必要性がある．

4. 3. 1 考 察
以上の結果から，LLM を用いた対話型鑑賞システムは，鑑

賞者の認知的関与や没入度を反映する行動指標を通じて，鑑賞
体験を動的に支援できる可能性を有することが示唆された．特
に，応答遅延時間と発話量の関係は，鑑賞者が即時的に思考・
言語化できている状態と，熟考を要する状態の違いを捉える指
標として有効であると考えられる．また，感情分析の結果から，
AIが肯定的・共感的に振る舞うことで，鑑賞者の感情表出が促
進される傾向が確認された．ユーザアンケートでは LLMとの
対話を通じて細部への発見や新しい視点を鑑賞者に提供するこ
とができた一方で，情緒的体験や対話の自然さに関する評価が
相対的に低く，言語情報のみに基づく対話には限界があること
も明らかとなった．
これらの課題に対し，視線や感情といった非言語的情報を統

合することで，鑑賞者の言語化されない関心や内的状態を推定
し，それに即した問いかけや応答を生成できる可能性がある．
非言語情報を取り入れた LLM主導の対話は，鑑賞者の没入感
や情緒的体験を高め，より自然で適応的な鑑賞支援へとつなが
り，今回確認された対話の自然さや美術鑑賞の情緒的な部分へ
アプローチといった課題の解決が可能であると考えられる．

5. お わ り に
本研究では，大規模言語モデル（LLM）を用いた美術作品の

対話型鑑賞システムを対象として，三つの異なる鑑賞環境にお
ける運用実験を実施し，鑑賞者と AIとの対話ログ分析および
ユーザフィードバックに基づく評価を行った．その結果，LLM
を活用した対話型鑑賞は，鑑賞者の思考や注意を促し，鑑賞体
験への没入感や新たな視点の獲得に寄与することが示唆され
た．特に，応答遅延時間と発話量の関係分析からは，鑑賞者が
即時的に言語化できている状態と，熟考を要する状態の違いを
捉えられる可能性が示され，鑑賞中の認知的関与を推定する行
動指標として有効であることが示唆された．また，会話ログの
感情分析より，AIが肯定的・共感的な対話スタイルをとること
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AIの説明や対話は信頼できると感じましたか？

あなたの回答に対して、AIの応答は適切でしたか？

回答のタイミングや長さ、内容は適切でしたか？

作品を鑑賞している間、集中できましたか？

対話型ガイドを利用して、作品理解が深まったと感じましたか？

鑑賞中の作品に対する興味・関心は高まりましたか？

作品や展示の細部や特徴に気づくことができましたか？

アプリを使うことで鑑賞体験が楽しくなりましたか？

アプリとの対話が鑑賞に自然に溶け込んでいたと感じましたか？

鑑賞中、感情的な体験（驚き・感動・楽しさなど）がありましたか？

アプリの利用により、鑑賞体験の没入感は増しましたか？

対話型ガイドがあることで、作品との距離感や理解がより身近に感じられましたか？

ガイドの問いかけや説明が、鑑賞体験を豊かにしましたか？

対話を通じて、新しい視点や発見を得られましたか？

今回の鑑賞体験は、自分にとって満足のいくものでしたか？

今後も対話型ガイドを利用して鑑賞したいと思いますか？

0% 25% 50% 75%

1（そう思わない） 2（あまりそう思わない） 3（どちらともいえない） 4（ややそう思う） 5（そう思う）

図 12: 実験 3 におけるユーザアンケートの集計結果

で，鑑賞者の感情表出が促進される傾向が確認された．一方で，
ユーザアンケートの結果からは，対話の自然さや情緒的体験の
喚起といった側面に課題が残ることも明らかとなった．これら
は，言語情報のみに基づく対話型鑑賞支援の限界を示すもので
あり，鑑賞者の視線や感情といった非言語的情報を統合した支
援の必要性を示唆している．
今後は，視線・表情・生体情報などから推定される鑑賞者の

心理状態をリアルタイムに LLMへ統合し，鑑賞者の暗黙的な
反応に即した問いかけや解説を生成することで，より自然で情
緒的な鑑賞体験の実現を目指す．
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