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Abstract To enhance the quality of art appreciation experiences in museums, interactive appreciation support that adapts
explanations according to viewers’ interests and levels of understanding is essential. However, due to the shortage of curators
and museum educators, appreciation support that relies on human resources faces inherent limitations. In this study, we conduct
operational experiments using an LLM-based interactive art appreciation system across three different art viewing environ-
ments. By analyzing dialogue logs between viewers and the Al system, we examine the impact of interactive appreciation
support on viewers’ experiences and discuss the potential and challenges of the proposed approach.
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