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Abstract
Engaging in discussions that involve diverse perspectives and ex-
changing arguments on a controversial issue is a natural way for
humans to form opinions. In this process, the way arguments are
presented plays a crucial role in determining how engaged users
are, whether the interaction takes place solely among humans or
within human-agent teams.
This is of great importance as user engagement plays a crucial role
in determining the success or failure of cooperative argumentative
discussions. One main goal is to maintain the user’s motivation
to participate in a reflective opinion-building process, even when
addressing contradicting viewpoints. This work investigates how
non-verbal agent behavior, specifically co-speech gestures, influ-
ences the user’s engagement and interest during an ongoing argu-
mentative interaction. The results of a laboratory study conducted
with 56 participants demonstrate that the agent’s co-speech ges-
tures have a substantial impact on user engagement and interest
and the overall perception of the system.
Therefore, this research offers valuable insights for the design of
future cooperative argumentative virtual agents.
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1 Introduction
Effective and natural communication with humans involves a com-
bination of verbal and non-verbal cues, where gestures and mim-
ics play a crucial role in conveying ideas and concepts beyond
words [18]. Co-speech gestures are a fundamental aspect of non-
verbal communication. These spontaneous motions and poses pri-
marily made with the arms and hands (or sometimes other body
parts) are produced in rhythm with speech and naturally accom-
pany all spoken language [6, 33].

To enhance the effectiveness of virtual and embodied agents in
the interaction with humans, it’s crucial for them to adopt similar
communication strategies [8]. Humans can integrate information
from language and co-speech gesture to derive the message [15].
As claimed by Masi [21] the study of co-speech gestures and their
distinct contributions to (argumentative) discourse could be highly
beneficial.

To advance our goal of developing a system that engages users
in argumentative discussions while encouraging critical scrutiny of
arguments, this paper explores the role of co-speech gestures. The
literature on argumentation is fragmented [24], and the impact of
virtual agents on debates remains unclear [5]. Addressing this gap,
we build on previous research [3], which found that virtual agents
positively influence user engagement1, interest2, and perception of
1Defined as “the quality of user experience that emphasizes the positive aspects of in-
teracting with an online application and the desire to use it longer and repeatedly” [17].
2Defined as “the activities you enjoy doing and the subjects you like to spend time
learning about” [1].
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the agent. We examine how non-individualized co-speech gestures
in human-like virtual agents affect these aspects, as well as user
trust and opinion formation in cooperative dialogues.

Our findings confirm that co-speech gestures enhance user en-
gagement, interest, and perception of the virtual agent, even when
not tailored to argument content or user responses. Since these
gestures do not manipulate users’ opinion formation or trust, they
effectively strengthen motivation and engagement in argumenta-
tive dialogues, promoting critical examination of arguments, the
development of well-founded opinions, and longer-lasting interac-
tions.

The paper is structured as follows: Section 2 provides a brief
overview of related work. Section 3 details the architecture of the
argumentative dialogue system (ADS). The experiment and study
setup are outlined in Section 4, with evaluation results in Section 5.
Section 6 discusses these results, followed by a brief conclusion and
outlook on future work in Section 7. Lastly, Section 8 addresses the
limitations of this study.

2 Related Work
Gesture is one of the most evident forms of nonverbal commu-
nication [14, 33]. Much of the prior work on the nonverbal com-
munication behavior of ECAs has focused on co-speech gestures
and their impact on human-agent communication [14]. McNeill’s
typology [23], widely recognized in the field, classifies gestures into
four primary categories: (1) deictic gestures, (2) iconic gestures, (3)
metaphoric gestures, and (4) beat gestures. Iconics depict concrete
concepts by mimicking their size, shape, or contour; metaphorics
represent abstract concepts through concrete imagery created by
hand and arm movements; deictics are pointing gestures that refer
to an entity by extending the index finger, hand, or arm; and beats
are biphasic up-down movements of the finger, hand, or arm [20].

With advances in artificial intelligence, the methods used to gen-
erate respective agent behavior, i.e. natural gestures [8, 10, 12, 18]
have evolved throughout the years. For instance, Watson-Smith
[34] introduced a system that parses raw text in real-time and gen-
erates an appropriate emotional and gestural performance which is
claimed to also convey personality traits. When modeling this kind
of behavior, the respective impact and influence on the user impres-
sion is subjective and depending of various factors. Neff et al. [25]
conducted an experiment with a virtual agent that demonstrates
how language generation, gesture rate and a set of movement per-
formance parameters can be varied to increase or decrease the per-
ceived extraversion. Particularly the gesture expressivity of virtual
agents has been investigated by Pelachaud [29]. Moreover, Ravenet
et al. [30] proposes human gesture characteristics and theoretical
frameworks on metaphors and embodied cognition. Furthermore,
Olafsson et al. [26] showed the interaction with the humorous
agent led to a significantly greater change in motivation to engage
in a healthy behavior (increase in fruit and vegetable consumption)
than interacting with the non-humorous agent. Moreover, also in
a listening condition the results of Gratch et al. [11] indicate that
non-verbal communication can create rapport and improve the
effectiveness of a virtual agent. Moreover, several studies [7, 31]
indicate that co-speech gestures have a positive impact on the learn-
ing process and user engagement in educational settings. In He

et al. [13], they compared gestures produced by a machine-learning
model with idle behavior in user perception of a virtual robot pre-
senting classical Roman monuments. They used self-assessment
questionnaires to measure human-likeness, animacy, perceived in-
telligence, and attention. While differences between gesture and
idle conditions were minor, the eye gaze tracker showed data-driven
gestures attracted more attention. These findings suggest users may
respond more strongly to corresponding co-speech gestures in ac-
tive interactions. Thus, in our study, we focused on a human-like
agent engaging in live conversation, aiming to understand users’
overall perception, trust, engagement, perceived content, and im-
pact on opinion and interest.

Still the literature focusing on the influence of agents and their
nonverbal behavior in argumentative dialog systems is very scarce [5].
To the best of our knowledge aforementioned findings still lack an
analysis of the change in engagement, motivation and perception
of a cooperative argumentative dialogue system when a virtual
human-like agent uses co-speech gestures compared to a static
behavior. Within this paper we aim to close this gap and further-
more analyse whether co-speech gestures are keeping up the user’s
motivation to maintain the interaction.

3 ADS Architecture
In the following, the architecture of our ADS and its components,
in particular the underlying dialogue model, argument structure
and interface are outlined.

3.1 Dialogue Model and Argument Structure
To be able to combine our ADS with existing argument mining
approaches to ensure its flexibility in view of discussed topics, we
adhere to the bipolar argument annotation scheme introduced Stab
and Gurevych [32]3. This scheme encompasses argument compo-
nents (nodes), structured in the form of bipolar argumentation
trees. The overall topic represents the root node in the graph. We
consider two relationships between these nodes: support or attack.
Each component, excluding the root node (which has no relation),
has exactly one unique relation to another component. This results
in a non-cyclic tree structure, wherein each node, or “parent”, is
supported or attacked by its “children”. If no children exist, the node
is a leaf and marks the end of a branch. The interaction between
the system and the user is separated in turns, consisting of a user
action and corresponding natural language answer of the system.
The system response is based on the original textual representation
of the argument components, which is embedded in moderating
utterances. Table 1 shows the possible moves (actions) the user
can perform. These enable the user to navigate through the argu-
ment tree and enquire more information. Furthermore, the users
can state whether they agree or disagree with the given argument.
After listening to the minimum of required arguments (204), the
users could exit the conversation. In this study a sample debate on

3Due to the generality of the annotation scheme, the system is not confined to the
data considered herein. In general, any argument structure that aligns with the applied
scheme can be utilized.
4To ensure that the interaction lasted long enough and that a sufficient number of
arguments were presented.

225



Impact of Non-Verbal Virtual Agent Behavior on User Engagement in AD HAI ’24, November 24–27, 2024, Swansea, United Kingdom

Table 1: Description of possible user actions.

Move Description

𝑤ℎ𝑦𝑝𝑟𝑜 Request for a pro argument.
𝑤ℎ𝑦𝑐𝑜𝑛 Request for a con argument.
𝑠𝑢𝑔𝑔𝑒𝑠𝑡 Request for an argument (without polarization).
𝑙𝑒𝑣𝑒𝑙𝑢𝑝 Returns to the parent node.
𝑝𝑟𝑒 𝑓 𝑒𝑟 Agree/Prefer current argument.
𝑟𝑒 𝑗𝑒𝑐𝑡 Disagree/Reject current argument.
𝑒𝑥𝑖𝑡 Quit the conversation.
ℎ𝑒𝑙𝑝 Request for help what to do next.

the topicMarriage is an outdated institution provides a suiting argu-
ment structure5. It serves as knowledge base for the arguments and
is taken from the Debatabase of the idebate.org6 website. It consists
of a total of 72 argument components (1 major claim, 10 claims and
61 premises) and their corresponding relations and is encoded in
an OWL ontology [4] for further use. In each𝑤ℎ𝑦𝑝𝑟𝑜/𝑐𝑜𝑛 move a
single argument component is presented to the user. To prevent
the user from being overwhelmed by the amount of information,
the available arguments are presented to the users incrementally
on their request. Therefore, the children to a parent node are only
presented upon the user’s request (𝑤ℎ𝑦𝑝𝑟𝑜 ,𝑤ℎ𝑦𝑐𝑜𝑛 , 𝑠𝑢𝑔𝑔𝑒𝑠𝑡 ).

3.2 Interface
The interface depicted in Figure 1 is centered around the CharamelTM
avatar 7 which presents the system utterance by lip-sync speech
output using the Nuance TTS along with the Amazon Polly voices8.

We opted for a full-body representation of the agent (in the
middle of the GUI) as it moves across the screen to introduce and
highlight various elements of the GUI. This furthermore enabled us
to make use of the more than 50 pre-defined conversational motion-
captured gestures supplied by Vuppetmaster9. As gesture genera-
tion and specific animation are not the focus of our work, we use
the pre-defined co-speech gestures provided by the Vuppetmaster
without modification. Furthermore, it is important to note that the
focus of the study was to examine the influence of an agent using
’suitable’ co-speech gestures (movements of arms and hands for
explanation, head movements, etc.), which primarily emphasized
the verbal introduction to the arguments and their presentation.
As the agent is designed to be perceived as a neutral and impartial
conversational partner, we chose neutral and friendly facial expres-
sions to avoid biasing the user. As highlighted by Luo et al. [19],
facial expressions, whether positive or negative, have a significantly
stronger impact on participants’ trust levels and decision-making

5We considered this topic as suitable as topics with a “more substantial societal need”
are much more likely to cause strong emotions and biases due to their relevance and
timeliness. We aimed to minimize these effects to better differentiate between the
influences attributed to the topic itself and those associated with the agent’s non-verbal
behavior.
6https://idebate.org/debatabase (last accessed 23th July 2021). Material reproduced
fromwww.idebate.org permission of the International Debating Education Association.
Copyright © 2005 International Debate Education Association. All Rights Reserved.
7https://www.charamel.com/competence/avatare, licensed under CC BY 4.0 (https:
//creativecommons.org/licenses/by/4.0).
8https://docs.aws.amazon.com/polly/latest/dg/voicelist.html
9https://www.charamel.com/products/vuppetmaster

Table 2: Exemplary co-speech gestures of the agent (avatar
by CharamelTM) in the gesture system.

RA
N
D
O
M

Predefined co-speech gesture, consisting
of mostly beat and some metaphoric ges-
tures Mcneill [23]. For example, when ex-
pressing “to get an idea of the whole
aspect [...]”, “consequently it can be in-
ferred [...]”, “it can be deduced [...]” etc.

EX
PL

IC
IT

Ceictic co-speech gesture pointing to a
GUI element at the left bottom, explicitly
matching agent utterance, while introduc-
ing the respective GUI element. For exam-
ple, when expressing “looking at the argu-
ment graph [...]” etc.

Deictic co-speech gesture, pointing to a
GUI element at the right middle, explicitly
matching agent utterance, while introduc-
ing the respective GUI element. For exam-
ple, when expressing “as I have mentioned
earlier [...]” etc.

behaviors compared to interactions lacking expressive facial cues.
Therefore, please note that our study intentionally avoided this,
and therefore the analysis of explicit facial expressions or emotions
was deliberately omitted.

To ensure the suitability of the co-speech gestures for our pur-
pose, they were manually selected from the set of available conver-
sational motion-captured gestures. In this process, we adhered to
criteria defined by two independent experts as “natural and appro-
priate for an argumentative discussionwith a neutral conversational
partner”. These criteria are as follows:

• No large leg movements (jumping, hopping, dancing, etc.);
lateral steps are allowed.

• No turning of the upper body and face away from the user
at an angle greater than 45 degrees.

• Movements of the torso are allowed as long as they are not
fast, hectic, jerky, or incompatible with the flow of conversa-
tion.

• Hand and armmovements are limited to the area of the torso,
not above shoulder height, unless explicitly pointing to an
object above.

• No movements that can be interpreted in the context of
emotions (e.g. stomping the foot or waving) or indicate a non-
neutral conversational partner (e.g. crossing arms, thumbs
up).

The co-speech gestures determined according to these selection
criteriawere not customized to the specific content of the arguments
or adapted to individual users.
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Figure 1: GUI. Above “Click to start recording” button the agent ( avatar by CharamelTM) is shown. The dialogue history is
shown on the right, the sub-graph of the current branch on the left. The system utterances are marked in green, user responses
in blue.

To suit the dialogue context, we divided the set ofmotion-captured
gestures into two general groups: “explicit” co-speech gestures, con-
sisting of deictic gestures [23], which are only used in specific con-
texts (e.g., pointing to a GUI element, see Table 2), and 25 “random”
co-speech gestures, consisting of mostly beat and some metaphoric
gestures Mcneill [23], which can be used for any utterance of the
agent (e.g. arms moving slightly forward without explicitly point-
ing to anything, see Table 2). The selection was manually assigned
to ensure high relevance, coherence, and consistency. For instance,
a new aspect is introduced with the words “to get an idea of the
whole aspect [...]” while the agent moves her arms forward and
in a circular motion. This metaphoric, non-polarizing co-speech
gesture of the agent (see Table 2: “random”) supports the expression
of “whole” within the dialogue without specifically emphasizing
the content of the argument itself. Here, “random” does not mean
randomly chosen but rather refers to selecting a co-speech gesture
from 25 options based on the agent’s moderating introduction of
an argument. This approach ensures that the agent’s gestures are
not repetitive10 and thus appear natural. However e.g. if the agent
clearly refers to an element found in the GUI, this will be empha-
sized in the corresponding deictic co-speech gesture (see Table 2:
“explicit”). An example of this would be the user’s statement to
revisit a previously presented argument, which the agent indicates
by pointing to respective argument in the dialogue history. The
synchronization of co-speech gestures with the utterance was also
handled by the Vuppetmaster. Only one co-speech gesture was
selected for each agent turn to avoid overloading the interaction.

The dialogue history is shown on the right side of the screen,
marking the system answers with a green and the user answers
with a blue line. Furthermore, on the left side, the sub-graph of the
bipolar argument tree structure (with the displayed claim as root)
is shown. The current position (i.e., argument) is displayed with a
white node outlined with a green line. Already heard arguments are
shown in blue. Nodes shown in grey are still unheard. A progress
bar at the top of the screen shows the number of arguments that
were already discussed and how many are still unknown to the user
at each stage of the interaction.

10We ensured that the same speech gesture was not used in the previous 5 turns.

An NLU framework based upon the one introduced by Abro et
al. [2] processes the spoken user utterance. By clicking on “Click
to start recording” the user starts the recording and can formu-
late their request within 5 seconds after which the recording auto-
matically stops. The spoken input is captured by a browser-based
audio recording that is further processed by the Python library
SpeechRecognition11 using the Google Speech Recognition API.
Its intent classifier uses the BERT Transformer Encoder presented
by Devlin et al. [9] and a bidirectional LSTM classifier. The system-
specific intents (user moves) are trained with a set of sample utter-
ances of previous user studies. The response generation is based
on the original textual representation of the argument components.
The annotated sentences are slightly modified to form a stand-alone
utterance serving as a template for the respective system response.
Additionally, a list of natural language representations for each sys-
tem move was defined. During the generation of the utterances, the
explicit formulation and introductory phrase are randomly chosen
from this list.

In our study setting, which is described in more detail in the
next section, the interface for both study groups is completely
identical, especially with regard to the system’s dialogue strategy
and response generation. They differ only in the nonverbal behavior
of the agent when the agent is speaking. The listening behavior is
also identical.

4 User Study Setting
Recruitment: The study was conducted in a university laboratory
in a period of three weeks and involved participants with a profi-
cient level of English. The entire process, from the introduction to
the completion of pre- and post-questionnaires, was designed to
take approximately one hour. Participants were compensated at a
rate of $10 per hour, receiving $10 for their participation.

Participants: The 56 participants (aged 22–41; 15 female, 41
male) from diverse international backgrounds, including European,
Asian, South American and African, were divided into two groups:
one group, consisting of 27 participants, interacted with an agent
using co-speech gestures (referred to as the “gesture” group), while

11https://pypi.org/project/SpeechRecognition/, last accessed 17.07.2023
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the other group, consisting of 29 participants, interacted with a
static agent without any co-speech gestures (referred to as the
“static” group). It is essential to note that this “static” behavior does
not imply that the agent is entirely immobile. Instead, it includes
subtle movements such as lip synchronization, occasional weight
shifting (from one foot to the other), and slight changes in hand
and forearm positions. We opted for this rather “static” behavior to
avoid potential disruptions caused by random movements, partic-
ularly since the selected co-speech gestures are context-adaptive
(e.g., pointing to specific GUI elements to reference previous dia-
log history). Expressive random movements might be perceived as
unexpected and contextually inappropriate.

Research Questions and Hypotheses: The primary objective
of this study was to address the following research questions: 1) Are
co-speech gestures suitable to increase the user engagement and
user motivation within an argumentative interaction with a virtual
agent? 2) Is there a relation between co-speech gestures and the
overall perception of the agent during an ongoing argumentative
dialogue? To investigate these research questions, we formulated
the following hypotheses regarding argumentative dialogues to be
tested during the study:

H1 co-speech gestures of the virtual agent significantly influence
the user engagement.

H2 co-speech gestures of the virtual agent significantly influence
the user interest.

Procedure: After a brief introduction to the system (short text
and instructions on how to interact), participants were required to
answer two control questions. These questions served as a means
to verify their understanding of how to interact with the system.
Only participants who successfully passed this test were allowed to
proceed to a test interaction with the system. In the test interaction,
users were able to familiarize themselves with the system until
they felt confident enough to initiate “real” interaction. During the
real interaction, participants were instructed to listen to at least
20 arguments. Participants were not informed about the different
nonverbal communication behavior of the agent.

Before the conversation some demographic data was collected,
as well as the user’s opinion and interest (5-point Likert scale) in the
topic. After the conversation the participants had to rate statements
on a 5-point Likert scale (1 - 5 = totally disagree - agree) concerning
the interaction. They were taken from a questionnaire according to
ITU-T Recommendation P.85112 [28]. Furthermore, we asked the
users about their engagement using the questionnaire of O’Brien
et al. [27] consisting of 12 items, their perception of the conveyed
content by six self-defined items and their trust towards the system
using the questionnaire of Körber [16]13 consisting of 11 items.

CollectedData:The study collected data through self-assessment
questionnaires, participant opinions and interests on the discussion
topic, the set of arguments heard, and dialogue history. Data pro-
tection regulations and participant anonymity were strictly upheld,
and participants could withdraw at any time. The study, featuring
a cooperative and non-persuasive design, received Internal Review
Board approval following a thorough ethical review and met all
internal guidelines.

12Such questionnaires can be used to evaluate the quality of speech-based services.
13This questionnaire was developed of to measure trust in automation.

Metrics: For the evaluation of the self-assessment questionnaire,
we computed the mean (𝑀) and standard deviation (𝑆𝐷) for each
individual item and group14. It’s worth noting that, with respect
to all items, the assumption of a normal distribution, as assessed
by the Shapiro-Wilk Test, had to be rejected (𝑊 = 0.770 − 0.917,
𝑝 < 0.001). Consequently, to assess the significance of the differ-
ence between the means of the two groups, denoted as Δ𝑀 , we
applied the non-parametric Mann-Whitney U test [22] for two inde-
pendent samples without a specific distribution. To determine the
significance of the difference between pre- and post-measurements,
we utilized the non-parametric Wilcoxon signed rank test [35] for
paired samples.All non-exploratory tests were corrected for multi-
ple comparisons. Specifically, Bonferroni-corrected p-values (𝑝𝑐𝑜𝑟𝑟 ),
calculated for a set of four comparisons, were used for all pre- and
post-comparisons.

5 Results
In the following section, we present the result of the previously out-
lined user study. For all subsequent analyses, significant differences
are indicated by a bold 𝑝-value. On average, participants from both
groups interacted with the ADS for an approximate duration of
33 minutes and 41 seconds (SD: 6 minutes and 49 seconds) while
listening to around 22 arguments. The category “Overall Quality”
(“What is your overall impression of the system?”) employs a dis-
tinct 5-point Likert scale (5 = Excellent, 4 = Good, 3 = Fair, 2 = Poor,
1 = Bad). Our analysis shows a statistically significant difference
(𝑝 = 0.004) between the two groups. The gesture system achieved
an average rating of 3.74 (SD 0.90), outperforming the static system
with a rating of 2.90 (SD 1.01). This difference is considered to be
of medium magnitude, as indicated by the effect size 𝑟 = 0.385.-

Due to space constraints, the individual items of the question-
naire are not displayed; however, as it aligns with ITU-T Recom-
mendation P.85115 [28], we refer to this source. It consists of 32
individual items, which describe the user’s perception of the agen-
t/system16 and can be grouped into the following aspects: informa-
tion provided by the system (IPS), communication with the system
(COM), system behaviour (SB), dialogue (DI), user’s impression
of the system (UIS), acceptability (ACC),. Furthermore, we added
7 self-formulated items addressing the aspect of “argumentation”
(ARG), which are as follows: “I felt motivated by the system to
discuss the topic” (ARG 1), “I would rather use this system than
read the arguments in an article” (ARG 2), “The possible options
to respond to the system were sufficient” (ARG3), “The arguments
the system presented are conclusive" (ARG 4), “I felt engaged in the
conversation with the system.” (ARG 5), “The interaction with the
system was confusing*”17(ARG 6), “I do not like that the arguments
are provided incrementally*”17 (ARG 7).

14Please note that, since the scales are ordinal, this information is supplementary
and included as a matter of common practice, but it is not suitable for significance
estimation. For assessing significance, only the 𝑝-value and effect size 𝑟 are considered
decisive.
15Such questionnaires can be used to evaluate the quality of speech-based services
16Since the agent/system with which the users interacted is named “BEA”, please note
that in all questionnaires, the term "system/agent/application" was replaced with “BEA”
when referring to this specific agent/system. We have maintained the original phrasing
of the questionnaires for better clarity.
17Items with * have to be inverted.
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Regarding the aspects communication with the system (COM)
and acceptability (ACC) the individual item analysis between both
groups does not reveal any significant differences. With regard to
the information provided by the system (IPS) it can be perceived that
two single items, addressing if the provided information matched
the user’s request (IPS 1, 𝑟𝐼𝑃𝑆1 = 0.391) and clarity of information
(IPS 2, 𝑟𝐼𝑃𝑆2 = 0.413), have been rated significantly better for the
gesture groupwith amedium effect size. Another notable significant
difference is observed with regard to the aspect system behavior
(SB) in two items. These items pertain to the system’s flexibility
in response (SB 6) and its response time (SB 7), with effect sizes
denoting moderate (𝑟𝑆𝐵6 = 0.311) and small (𝑟𝑆𝐵8 = 0.263) effects,
respectively. Within the aspect dialogue (DI), one item concerning
the naturalness of the dialogue (DI 1), reveals a significant difference
between the two groups (𝑟DI 1 = 0.334). Within the aspect dialogue
(DI), one item addressing the naturalness of the dialogue (DI 1)
stands out with a significantly higher rating in the gesture group,
showing a strong effect size of 𝑟DI 1 = 0.603.

With respect to the aspect user’s impression of the system (UIS),
the items addressing the user satisfaction (UIS 1) and the usefulness
of the dialogue (UIS 2) receive highly significantly better ratings
in the gesture group with moderate effect sizes (𝑟UIS 1 = 0.489,
𝑟UIS 2 = 0.467). Furthermore, the unpleasantness of the dialogue
(UIS 4, 𝑟UIS 4 = 0.342) was rated significantly higher in the static
group.

Concerning our self-added aspect argumentation (ARG), we ob-
serve highly significant differences in the individual items related
to the motivation to discuss the topic (𝑟ARG 1 = 0.618), the prefer-
ence to use the system over reading the arguments in an article
(𝑟ARG 2 = 0.496), and the “engagement induced by the system”
(𝑟ARG 5 = 0.522).

When the individual items and in case of onesmarkedwith * their
inverted counterparts, are aggregated within their respective as-
pects, no significant differences are observed for COM (𝑝COM=0.423)
and ACC (𝑝ACC=0.086). However, significant differences are per-
ceivable in the following aspects: IPS with 𝑝 = 0.002, 𝑟 = 0.407, SB
with 𝑝 = 0.036, 𝑟 = 0.280, DI with 𝑝 = 0.010, 𝑟 = 0.345, UIS with
𝑝 =< 0.001, 𝑟 = 0.600, and ARG with 𝑝 =< 0.001, 𝑟 = 0.560.

Table 3 displays the results of the short form of the user engage-
ment scale introduced by O’Brien et al. [27]. Interestingly, except
for one item (AE 2) all items showed a statistically significant dif-
ference with foremost medium to strong effect sizes. Merging these
single items (inverted counterparts respectively) into their associ-
ated aspects leads to an insignificant difference for AE (𝑝 = 0.119,
𝑟 = 0.209) and highly significant differences in FA (𝑝 < 0.001,
𝑟 = 0.633), PU (𝑝 < 0.001, 𝑟 = 0.536) and RW (𝑝 < 0.001, 𝑟 = 0.513)
with strong effect sizes.

In Table 4, the results related to the conveyed content (arguments)
are displayed. Except for item C2 (“The suggested arguments fit-
ted my preference.”), all other items show a foremost significant
difference between the groups. This is also reflected in the aggre-
gated individual items (and their inverted counterparts) with a very
highly significant difference (𝑝 < 0.001) and a strong effect size
𝑟 = 0.683 between the groups.

The results in Table 5 illustrate the user ratings of the individual
items taken from the questionnaire [16], which were examined to
assess user trust during the interaction with the ADS. With the

exception of item UP 1, the gesture system received higher rat-
ings compared to (for F1: equal to), the static system, although
none of these differences reached statistical significance. Never-
theless, a pattern emerges, suggesting that users tend to trust an
agent using co-speech gestures more than a static one. This slight
tendency could be attributed to the fact that users perceive agent
behavior with co-speech gestures as more natural (see also DI 1).
However, relying solely on co-speech gestures is not sufficient to
influence, manipulate or enhance user trust. As shown in Table 6
the difference between the two groups regarding the “pre-interest”
of the participants (measured on a 5-point Likert scale before the
interaction, where 1 represented “Not at all interested” and 5 repre-
sented “Very much interested”) is insignificant (𝑝 = 0.848). Similarly,
the difference regarding the "pre-opinion" (rated on a scale of 1
to 5, where 1 represented "Totally disagree" and 5 represented
"Totally agree") is also insignificant (𝑝 = 0.862). Whereas in the
“post-interest” (measured after the interaction), a significant dif-
ference with 𝑝𝑐𝑜𝑟𝑟 < 0.001 (𝑟 = 0.558) is notable, the difference in
the "post-opinion" between both groups is insignificant (𝑝 = 0.764).
For the gesture group a highly significant difference in the user
interest before and after the interaction with medium effect size is
notable (𝑝𝑐𝑜𝑟𝑟 = <0.001, 𝑟 = 0.444). In the static group, the difference
between pre- and post-interest is insignificant (𝑝 = 0.385), though a
decrease is perceivable. Moreover, the difference between pre- and
post-opinion is insignificant within each group (Gesture: 𝑝 = 0.070,
Static: 𝑝 = 0.083).

6 Discussion
In the following the results of our study (Sec. 5), particularly re-
garding our two hypotheses (Sec. 4) are discussed. With regard to
both the individual items and the combined aspect categories of
the ITU-T questionnaire [28], it becomes evident that the ratings
for communication with the system (COM) and acceptability (ACC)
did not exhibit significant differences. Regarding the aspect COM
the observation aligns with our expectations, as the interaction
style with the system did not vary between the two groups. With
regard to the aspect ACC, even though no significance is reached,
the gesture system is rated higher in both aspects.This suggests
that the agent’s co-speech gestures are perceived positively, but
other factors (see COM 1, COM 2, COM 4) still leave room for
improvement. The significant differences related to the system’s
flexibility (SB 6), response time (SB 8), and naturalness (DI 1) can be
attributed to the fact that, even though there is no objective differ-
ence between the systems, a gesticulating agent is more dynamic
and conveys the impression of a livelier, more natural conversa-
tion. Consistent with these observations, the respective aggregated
aspect categories, SB, DI, UIS, and our self-introduced category
ARG also exhibit a significant preference for the gesture system.
Hence, it can be inferred that the overall impression of the system,
particularly concerning items such as satisfaction (UIS 1), usability
(UIS 2) and pleasantness (UIS 4) is enhanced significantly through
the use of co-speech gestures.

It is evident that users experienced amuch higher level of engage-
ment in the gesture system, which confirms our first hypothesis H1.
This is investigated in detail through the items presented in Ta-
ble 3. It is apparent that the co-speech gesture system has a notable
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Table 3: Means𝑀 and 𝑆𝐷s of the items of the short user engagement questionnaire O’Brien et al. [27].

Gesture Static

Asp. Question 𝑀 𝑆𝐷 𝑀 𝑆𝐷 𝑝 value effect 𝑟

FA

1. I lost myself in this experience. 3.37 1.08 2.34 1.05 <0.001 0.457
2. The time I spent using the application just slipped away. 3.85 0.82 2.79 1.26 0.002 0.422
3. I was absorbed in this experience. 3.63 0.79 2.66 0.90 <0.001 0.496

PU
I felt frustrated while using the application.* 2.37 0.84 3.03 1.09 0.014 0.330
I found this application confusing to use.* 2.30 0.95 3.52 1.02 <0.001 0.537
Using this application was taxing.* 2.52 0.94 3.14 0.95 0.025 0.300

AE
The application was attractive. 3.26 1.163 3.21 1.15 0.799 0.034
The application was aesthetically appealing. 3.56 0.70 3.10 0.77 0.031 0.288
This application appealed to my senses. 3.41 0.69 3.00 0.76 0.038 0.276

RW
Using the application was worthwhile. 3.59 0.75 2.93 0.96 0.011 0.336
My experience was rewarding. 3.56 0.79 2.66 0.96 <0.001 0.452
I felt interested in this experience. 4.07 0.62 3.45 1.02 0.020 0.312

Table 4: Means𝑀 and 𝑆𝐷s of the questionnaire items regarding provided argument content.

Gesture Static

Question 𝑀 𝑆𝐷 𝑀 𝑆𝐷 𝑝 value effect 𝑟

C1 I liked the arguments suggested by the system. 3.44 1.42 2.38 1.18 0.005 0.373
C2 The suggested arguments fitted my preference. 3.48 1.16 2.79 1.40 0.054 0.257
C3 The suggested arguments were well-chosen. 3.59 0.97 2.48 1.18 <0.001 0.471
C4 The suggested arguments were relevant. 3.96 0.71 2.97 1.09 <0.001 0.477
C5 The system suggested too many bad arguments.* 2.04 0.98 3.21 1.50 0.003 0.394
C6 I did not like any of the recommended arguments.* 1.81 0.74 2.69 1.29 0.009 0.347

Table 5: Means and standard deviations of the questionnaire items regarding user trust Körber [16].

Gesture Static

Asp. Question 𝑀 𝑆𝐷 𝑀 𝑆𝐷 𝑝 value

UP

The system state was always clear to me. 3.33 1.04 3.14 1.03 0.510
The system reacts unpredictably.* 2.70 1.20 3.28 1.00 0.077
I was able to understand why things happened. 3.93 1.18 3.28 1.16 0.053
It’s difficult to identify what the system will do next.* 2.85 1.17 3.38 1.15 0.109

F I already know similar systems. 2.78 1.12 2.72 1.13 0.892
I have already used similar systems. 2.63 1.30 2.69 1.14 0.759

PT

One should be careful with unfamiliar automated systems.* 3.52 0.94 3.90 0.72 0.163
I rather trust a system than I mistrust it. 3.07 0.87 2.76 0.99 0.252
Automated systems generally work well. 3.03 0.96 2.81 0.82 0.371

TA I trust the system. 3.26 0.98 2.78 0.95 0.080
I can rely on the system 3.19 0.88 2.76 0.74 0.082

impact on user engagement, with statistically significant medium
effect sizes across all four categories of the user engagement ques-
tionnaire, including "focused attention" (FA), "perceived usability"
(PU), "aesthetic appeal" (AE), and "reward" (RW) [27]. This observa-
tion is further supported by highly significant differences between

the two groups in the individual items ARG 1 (“I felt motivated
by the system to discuss the topic.”), ARG 2 (“ I would rather use
this system than read the arguments in an article.”) and ARG 5 (“I
felt engaged in the conversation with the system.”) of the ITU-T
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Table 6: Means 𝑀 and 𝑆𝐷s of the user interest and opinion
before (pre) and after (post) the interaction.

Pre interest Post interest Pre opinion Post opinion

Group 𝑀 𝑆𝐷 𝑀 𝑆𝐷 𝑀 𝑆𝐷 𝑀 𝑆𝐷

Gesture 3.04 0.81 3.96 0.90 2.89 0.80 3.15 0.91
Static 2.97 0.94 2.76 0.91 2.86 0.99 3.07 1.03

Recommendation P.851 questionnaire [28]. However, it’s worth not-
ing that the ratings for perceived usability (PU) suggest the need
for improvement, particularly in addressing errors related to the
ASR (Automatic Speech Recognition) and explaining the system’s
response when the user is not understood correctly (COM 1, COM
2, COM 4). The results in Table 4 indicate that the co-speech ges-
tures of the agent have a strong influence on the perception of the
presented content. As the items address the personal, subjective
perception of the provided content, it seems that the objectively
samilar presented content (arguments) is significantly better rated
due to the corresponding co-speech gestures of the agent. This is
furthermore underpinned by the user ratings concerning the aspect
information provided by the system (IPS). Even though the pro-
vided content did not objectively differ between the two groups, the
subjective impression of the desired information (IPS 1) and clarity
of information (IPS 2) is significantly better for the gesture group.
We can confirm that the opinion-building process of users is not
manipulated by subjective impressions. To engage users without
influencing their opinions, co-speech gestures were deliberately
not tailored to content or emotional expression, avoiding potential
bias. The lack of significant differences in user opinions between
groups indicates that co-speech gestures effectively engage users in
argumentative dialogues with virtual agents while preserving un-
biased opinion formation. Additionally, the insignificant difference
in user trust between the two groups (Table 5) suggests that user
trust cannot be solely influenced by co-speech gestures. Therefore,
we conclude that it is possible to use co-speech gestures to enhance
user engagement and perception without the risk of inducing a bias.
In contrast to the user opinion, there is a statistically significant
increase in user interest within the gesture group, aligning with our
second hypothesis H2. While both groups showed no significant
difference in interest before the interaction, a significant difference
emerged afterward. The gesture group showed a significant in-
crease in interest, whereas the static group did not. These findings
suggest that co-speech gestures have a notable influence on user
interest and motivation during argumentative dialogue, helping to
maintain attention and prevent disengagement. In conclusion, our
findings corroborate our initial hypotheses and demonstrate that
co-speech gestures of the virtual agent significantly increased the
user interest and engagement compared to a static agent behavior.

7 Conclusion and Future Directions
Related literature suggests that the nonverbal behavior of virtual
and embodied agents significantly influences the motivation and ac-
tions of interacting individuals [11]. Given the growing role of social
web interactions, it is crucial to understand how agents impact in-
terpersonal communication, especially in argumentation [5]. Thus

in this work, we investigated the influence of co-speech gestures
by a virtual agent on the user’s perception, interest, trust, opinion
forming and engagement in argumentative dialogues. Therefore
a laboratory experiment involving 56 participants was conducted
and analysed using self-assessment questionnaires.

Our findings demonstrate that co-speech gestures significantly
enhance users’ perception, interest, and engagement. Importantly,
these gestures positively impact the user’s perception of the con-
tent without manipulating their opinion formation or trust. This
paper thus contributes to understanding how co-speech gestures
can enhance user engagement in interactions with cooperative ar-
gumentative agents without exerting manipulative effects. Future
research will explore the potential of adapting agent behavior and
gestures in response to the presented content to enhance interac-
tions within argumentative dialogue systems. We aim to investigate
how natural co-speech gestures and establishing rapport[11] can
sustain the user’s motivation to engage with the argumentative
dialogue system while fostering an unbiased, well-founded opinion
building. Consequently, this study provides important insights for
designing future cooperative interfaces involving argumentative
virtual agents which can be customized for individual adaptation.

8 Limitations
This study has three limitations that future research could address.
First, we focused on a proof-of-concept scenario by comparing a
“static” virtual agent with one using pre-defined, motion-captured
gestures from Vuppetmaster, based on carefully selected criteria.
As a result, these gestures were not tailored to the specific con-
tent of the arguments or to individual user responses. Instead, they
were adapted to the agent’s statements within the discussion but
remained the same for each user. Future research should explore
the potential of tailoring gestures to individual and content-specific
contexts to enhance their effectiveness. Second, our study focused
solely on co-speech gestures and the speech acts of the virtual
agent, without incorporating listening behavior during user turns.
To achieve more natural dialogue behavior, future work should also
model responsive listening behavior for the agent. Third, we con-
centrated on one approach to modeling nonverbal communication.
To optimize user engagement and motivation, future work should
consider the full spectrum of nonverbal communication, including
posture, gaze, facial expressions, emotions, and more, in both the
speech and listening behaviors of the virtual agent, while analyzing
their respective impacts.

However, it is important to note that that the gesture system
displayed a notably higher overall quality when compared to its
static counterpart. We contend that this perception of the system’s
performance can be further improved by tackling these limitations
and tailoring the agent’s behavior to better align with the user’s
nonverbal behavior, expectations and the conveyed content.
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